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Professor:	
Professor	Margaret	Martonosi		
martonosi@princeton.edu 
Office	hours:	T/Th	4:30-5:30	(after	class)	in	CS	208	
Or	use	this	signup	link:	https://calendar.app.google/9D9fpEMdkZCzzVDf8	
	
	
TAs:		
Kart	Kandula	
kkandula@princeton.edu	
Office	hours:	Th	2-3pm	(before	class)	in	Computer	Science	Building	2nd	floor	atrium	(just	outside	208)	
Or	use	this	signup	link:	https://calendar.app.google/ULZJKtkU37VpScAD6	
	
	
Tim	Kosfeld	
tk9066@princeton.edu	
Office	hours:	Fridays	11am-noon	in	Friend	010A		
Or	use	this	signup	link:	https://calendar.app.google/q3t1yzRqxcX8YjTu9	
	
	
Where	to	find	stuff:	
Course	materials	available	on	Canvas.		
Q&A	about	materials	and	about	course	logistics	on	Ed	(linked	to	from	Canvas)	
Course	assignments	via	Gradescope	(linked	to	from	Canvas)	
	
Since	we	will	sometimes	need	to	send	time-critical	information	via	Ed,	please	set	your	Ed	notification	
settings	appropriately.		Namely,	you	probably	want	to	have	email	notifications	enabled.		All	questions	
(that	are	not	of	a	personal	nature)	should	be	posted	to	Ed.	If	you	email	an	Ed-appropriate	question	to	
the	instructor	or	TAs,	it	will	receive	the	response	“Please	repost	to	Ed,	where	both	the	question	and	the	
answer	will	reach	its	full	audience.	It	is	in	everyone’s	interest	that	we	maintain	this	policy;	this	is	
absolutely	the	most	effective	way	to	communicate.”	
	
When:	
Tuesdays	and	Thursdays:	3-4:20.	CS	Small	Auditorium	Room	105	
	
Course	Description:			
This	course	will	cover	pivotal	developments	in	computing,	including	hardware,	software,	and	theory.	
Material	will	be	covered	by	reading	seminal	papers,	patents	and	descriptions	of	highly-influential	
architectures.	Emphasis	will	be	on	developing	deep	understandings	of	the	discoveries	and	inventions	
that	brought	computer	systems	to	where	they	are	today.	Discussion-oriented	class	will	focus	on	in-
depth	analysis	of	readings.	Final	project	or	paper	required.	
	
Goals:		

1. Understanding	Great	Computing	Ideas:	The	central	goal	of	this	course	is	to	give	all	
participants	an	appreciation	for	the	roots	of	particular	seminal	ideas	and	technologies,	as	well	
as	an	overall	sense	for	how	key	ideas	mature	and	evolve	over	time.		
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2. Reading	technical	papers	across	a	range	of	topic	areas:	The	class	also	gives	participants	the	
opportunity	to	hone	the	skill	of	reading	and	understanding	papers	deeply	and	efficiently.			

3. Effective	interactive	discussions:	Through	the	lecture	discussions,	students	will	also	get	
practice	in	engaging	in	effective	interactive	technical	conversations.	

4. Projects:	Independently	develop	an	idea	of	your	own	in	depth,	through	either	a	research	or	
coding	project	of	your	own	choosing.	

	
A	few	notes:			
The	papers	you	will	read	are	seminal	but	are	not	always	simple	or	approachable,	and	they	span	many	
different	areas	of	CS.	You	should	expect	to	have	difficulty	understanding	some,	or	even	many,	of	them.	
You	therefore	will	not	be	expected	to	master	these	readings,	but	rather	to	make	your	best	effort.	The	
in-class	discussion	is	intended	to	help	you	to	better	understand	the	parts	that	may	be	difficult.		
	
There	have	been	more	than	great	moments	in	computing	than	I	can	fit	in	one	semester,	so	nobody	is	
claiming	completeness.		I’ve	left	some	classes	open,	to	accommodate	some	amount	of	class	
choice/suggestions,	so	please	let	me	know	your	preferences.	
	
Course	Grading	Overview:	
Participation	in	class	discussions:	35%	
Written	responses	to	per-paper	questions:	30%	
Paper/project:	35%	
	
Class	participation	and	response	papers	 	

This	course	uses	a	discussion,	not	lecture,	format.	Each	class	will	cover	particular	subjects	from	the	
assigned	reading;	particular	issues	for	discussion	will	be	posed	in	a	handout	available	at	least	a	week	
in	advance	(via	Canvas/Gradescope).		
	
Students	will	be	expected	to	have	carefully	read	the	relevant	assigned	readings	and	to	have	prepared	
responses	to,	and	analyses	of,	any	assigned	questions	or	topics.		Some	of	these	will	require	a	brief	
written	response;	your	written	responses	(1	or	2	pages)	are	due	no	later	than	the	beginning	of	the	
class	to	which	they	pertain.	30%	of	the	course	grade	will	come	from	response	papers,	but	I	will	discard	
the	worst	two.		(Late	written	responses	won’t	be	accepted.)	
		
The	quality	and	quantity	of	student	participation	in	class	discussions	is	worth	35%	of	the	course	grade.	
Participation	grades	will	reflect	the	quality	of	the	student's	preparation	and	analysis	as	well	as	the	
student's	contribution	to	the	process	of	discussion:	making	connections	with	other	students'	remarks,	
raising	overlooked	issues,	asking	good	questions,	making	good	summaries.	Be	aware:	effective	
participation	requires	a	great	deal	more	listening	than	speaking,	and	in	particular	requires	careful	
listening	to	other	students,	and	not	just	to	the	instructors.		The	goal	is	to	have	a	truly	dynamic	
discussion,	not	a	student-instructor	ping-pong	match.	
	
Course	Project	Description:	
	
Project	Phases:	

§ Topic	proposal,	due	March	18.		Please	submit	via	Gradescope	one	paragraph	with	your	topic	or	
plan	

§ You	are	required	to	schedule	one	checkpoint	meeting	or	demo	session	with	MRM	between	
April	7	and	April	25.		Please	use	Calendly	to	sign	up	for	a	15-minute	slot:	

https://calendly.com/martonosi/cos-ece-583-project-1-1-s?month=2025-04	
	

https://calendly.com/martonosi/cos-ece-583-project-1-1-s?month=2025-04


§ April	17:	10-minute	Lightning	talk	in	class.	
§ Final	paper	due	(pdf)	May	6	(Dean’s	Date).	Programming	projects	may	do	a	demo	instead	of	a	

final	writeup.		To	schedule	your	final	demo,	sign	up	for	a	15-minute	slot	on	Calendly	(above).	
	
Project	Topics:		
There	are	a	few	choices	of	course	projects.			
Choice	1:	Citation	Timeline	Survey	(Written):	As	you	will	see	when	we	start	reading	and	discussing	
papers,	there	are	often	some	significant	steps	required	between	the	original	“Great	Moment”	paper	
and	the	subsequent	uses	of	the	idea	that	make	its	greatness	clear.		For	example,	Boole’s	book	on	logic	
(covered	in	lecture	2)	needed	considerable	further	steps	before	it	came	to	be	the	Boolean	logic	we	
manipulate	today.		
	
So	the	purpose	of	this	project	is	to	pick	one	great	moment	paper	that	we	cover	in	the	class,	and	write	
up	a	paper	(roughly	10-20	pages)	covering	some	aspect	of	the	“citation	chain”	either	following	from	
this	paper	to	the	present,	or	leading	up	to	this	paper	beforehand.		For	example,	you	might	show	the	
citation	chain	from	Boole’s	logic	book	towards	Shannon’s	logic	minimization	work.		Or	you	might	show	
what	has	happened	to	any	of	the	other	class	ideas	from	their	original	publication	to	the	present.		Or	
perhaps	you	could	choose	to	follow	time	backwards	from	a	great	moment,	in	order	to	see	what	were	
the	seminal	building	blocks	that	helped	lead	to	it.		In	general,	the	idea	is	to	show	and	discuss	a	direct	
citation-by-citation	set	of	at	least	five	steps.		You	can	use	scholar.google.com	or	other	citation	indices	
to	track	citations	forwards	and	backwards.		If	you	have	ideas	that	are	related	to	this,	but	don’t	
precisely	fit	the	5-citation-link	requirement,	please	do	talk	with	me	about	them.				
	
Choice	2:	Programming:		Some	folks	like	to	build	real	systems	more	than	they	like	to	write	essays.		So,	
here’s	another	option.		Select	a	programming	project	of	your	choosing,	related	to	one	of	the	papers	we	
discuss.		This	could	be:		An	emulator	of	an	early	computer	architecture,	a	GUI	representation	of	the	
Turing	test	(e.g.	to	use	as	teaching	tool	in	an	undergraduate	course),	etc	etc.		The	Internet	Archive	
includes	a	bunch	of	old	but	playable	computer	games	in	its	collection.	(https://archive.org)		Also,	Paul	
Allen’s	Living	Computer	Museum	allows	one	to	write	and	execute	programs	on	very	old	hardware.	
(http://www.livingcomputermuseum.org)		Please	check	with	me	about	what	you’re	planning.	
	
Choice	3:	Your	Idea	Here:	If	you	have	your	own	unique	project	ideas	that	are	similar	in	effort	and	depth	
to	the	types	described	above,	let	me	know	and	we	can	discuss	the	possibility	of	using	them	for	the	final	
project.	
	
Written	projects	must	be	done	individually.		Programming	projects	can	be	done	individually	or	in	
teams	of	2-3.		For	team	projects,	your	project	proposal	should	describe	the	type	and	amount	of	work	
done	per	team	member.	
	
	

Policies	
Collaboration	Policy	for	Assignments	and	Projects:	

In	preparing	pre-class	assignments	or	other	course	work,	students	must	reach	their	own	
understanding	of	the	problem	and	discover	a	path	to	its	solution.	During	this	time,	discussions	with	
friends	are	encouraged.	However,	when	the	time	comes	to	write	the	specific	solution	to	a	written	
assignment,	such	discussions	are	no	longer	appropriate	--	the	work	you	hand	in	must	be	your	own	
work	(although	you	may	ask	teaching	assistants	for	help	in	debugging).	The	course’s	Ed	page	is	also	
intended	for	sharing	insights	and	clarifications	on	the	meaning	of	questions,	terminology,	etc.	
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Do	not,	under	any	circumstances,	copy	another	person's	solution	for	an	assignment.	Likewise,	do	not	
share	your	solution	with	someone	else	in	the	class.	Do	not	use	solutions	found	on	the	web,	whether	at	
Princeton	or	elsewhere.	Writing	code	or	text	for	use	by	another	person	or	using	another	person's	code	
or	text	violates	the	University's	academic	regulations.	

Examples	of	unacceptable	behavior	for	assignments	include:	

• Copying	any	part	of	another	person's	program	files	or	text	into	your	own.	The	only	exceptions	
are	code	or	files	explicitly	approved	in	the	assignment.	

• Consulting	or	using	assignment	solutions	from	any	previous	offering	of	this	course.	

• Helping	another	student	to	do	any	of	the	above.	

Ask	the	instructor	if	you	have	questions	regarding	this	policy.	

	

ChatGPT	and	Generative	AI	Tools	Policy:	
Unless	otherwise	specified,	the	use	of	generative	AI	is	allowed	or	encouraged	in	the	specific	context	of	
the	course	coding/projects,	and	with	attribution:	You	can	choose	to	use	AI	tools	to	help	generate	code	
or	designs,	or	to	revise	existing	programming	work	you	have	written.	Since	GAI	tools	are	imperfect	and	
can	produce	inaccuracies	or	hallucinations,	all	assignment	submissions	in	the	course	–	whether	AI-
assisted	or	not	–	are	expected	to	include	thorough	descriptions	of	how	you	have	tested	the	submitted	
design,	and	your	rationale	for	its	completeness.	

For	non-programming	assignments,	ie	the	pre-class	written	assignments,	GAI	tools	are	not	allowed.			
The	work	should	be	your	own.	

If	you	have	questions,	please	contact	Prof.	Martonosi.	

	
 
 



Great	Moments:	Syllabus	and	Reading	Assignments	
	

	
Week	 Dates	 Tuesday	 Thursday	
	
1	

	
Jan	28,	30	

	
Class	Overview	

	

	
Foundations	of	Digital	Logic	

[Boole,	1854]	
[Shannon,	1938]	

	
	
2	

	
Feb	4,	6	

	

	
Artificial	Intelligence	

[Turing,	1950]	
[Searle,	1980]	

	

	
Roots	of	Machine	Learning	
and	Neural	Networks	
[Rumelhart,	1986]	
[Valiant,	1984]	
[Hopfield,	1982]	

	
	
3	

	
Feb	11,	13	

Ethernet	
[Metcalfe	and	Boggs,	1976]	

Early	Architectures	
[Burks	et	al.	1946]	
[Wilkes,	1965]	

	
4	

	
Feb	18,	20	

	

	
Computer	Vision	
[Lowe,	1999]	

	
	

	
Virtual	Memory	
	[Kilburn,	1962]	

[Daley	&	Dennis	1968]	
	[Anderson,	2014]	

	
5	

	
Feb	25,	27	

	
Human-Computer	

Interaction	
[Sutherland,	1963]	

	

	
Operating	Systems	

[Ritchie	&	Thompson,	1974]	
[Engler	et	al.	1995]	

	
	
6	

	
Mar	4,	6	

	
Data	Abstraction	
[Liskov	et	al.	1977]	
[Liskov,	1987]	

	

	
Invention	of	the	Mouse	
[Engelbart,	1970]	

	

	
Mar	11,	13	

	
No	Class:	Spring	break	

	
	
	
	
	
	
	
	
	
	
	



	
		
Week	 Dates	 Tuesday	 Thursday	
	
7	

	
Mar	18,	20	

	
Network	Protocols	
[Cerf	&	Kahn,	1974]	

	

	
Compilers	

[Hopper,	1952]	
[Backus	et	al.	1957]	

	
	
8	

	
Mar	25,	27	

	

	
Moore’s	Law	and	its	Future	

[Moore,	1965]	
[Moore,	2003]	

	

	
Crypto	and	Encryption	
[Diffie	&	Hellman,	1976]	
[Rivest	et	al.,	1978]	

	
	
9	

	
Apr	1,	3	

	

	
The	Rise	of	GPUs	
[Buck,	2004]	

	

	
Quantum	Computing		
[Feynman,	1982]	
[Shor,	1997]	

	
	
10	

	
Apr	8,	10	

	
Privacy	

[Sweeney,	1997]	
[Dwork,	2006]	

[Narayanan	and	Shmatikov,	
2008]	

	
Distributed	Systems	
[Lamport,	1978]	
[Lamport,	1998]	

[Castro	&	Liskov,	1999]	

	
11	

	
Apr	15,	17	

	
Computer	Music	
[Mathews,	1963]	

[Hiller	&	Isaacson,	1958]	
	

	
Projects	

Lightning	Round	
(10	minutes	per	person)	

	
	
12	

	
Apr	22,	24	

	
Remaining	Lightning	Talks,		
(10	minutes	per	person)	
+	Computer	Games	
[Brand,	1972]	

	
Back	to	the	Future	
[Bush,	1945]	
[Weiser,	1999]	
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